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ABSTRACT

Results from an experiment in Fall 2013 of 902 incoming students at this university are reported. In this experiment, after students were given a basic math assessment to ensure they had the necessary math skills to take a principles of economics course, they were randomly allocated to a treatment or control group to test if there was a significant impact of test format, calculator use, and calculator type on students’ scores. The interaction of calculator use/type and test format was also tested. The results from this experiment suggest that each treatment had a significant positive impact on students’ assessment scores, with much variation depending on the type of question asked and the level of performance.
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INTRODUCTION

Test format matters when assessing college students’ mathematics and economic knowledge (Frederiksen, 1984; Bridgeman, 1992; Katz, Bennett, and Burger, 2000; Chan and Kennedy, 2006). Bridgeman (1992) finds that students perform better on certain GRE math problems when given multiple choice in comparison to an open ended framework. Chan and Kennedy (2002) find that students perform better on multiple choice questions than “equivalent” critical response questions in principles of macroeconomics.

Calculator use can have a significant impact on college students’ ability to correctly answer basic math questions (Boyle and Farreras, 2015; Koop, 1982). Boyle and Farreras (2015) find that having a calculator has a significant positive effect on the proportion of students that correctly answer certain questions when evaluating college students on basic math skills. Schwarz et al.
(2002) finds that the type of calculator that students use matters when assessing algebra 1 knowledge in high school students.

Basic math understanding is critical for students to do well in a principles of economics course (Mallik & Lodewijks, 2010; Owen, 2012; Allgood et al., 2015; Durden & Ellis, 1995; Hafer & Hafer, 2002; Mallik & Shankar, 2016; Milkman et al., 1995). Research has found that students’ performance on a basic math assessment or quiz has a positive correlation with performance in principles of economics (Ballard & Johnson, 2004; Fennell & Foster, 2019; Schuhmann et al., 2005; Douglas & Sulock, 1995; Hafer & Hafer, 2002). Ballard and Johnson (2004) and Schuhmann et al. (2005) use a multiple choice format for their assessment. Fennell and Foster (2019) use an open-ended format and do not allow for the use of a calculator for their assessment.

Economics faculty at this university administer a basic math assessment (BMA) to all principles of economics students. The BMA is 20 simple questions that cover only those skills required for a principles class: percentage change, ratios, proportions, fractions and decimals, order of operations, place value, the area of a triangle, simple exponents, and the graph of a straight line. A student is deemed to have mastered these basic skills if they can correctly answer 16 or more of the 20 questions, allowing students a few simple mistakes. The assessment includes only open-ended questions and does not allow the use of a calculator, thereby following the format used in Fennell and Foster (2019). Given that test format and calculator use have a significant impact on a student’s ability to correctly answer basic math problems, we hypothesize that the format of the assessment given to incoming economics students will impact their assessment scores.

In this paper, we analyze the impact of test format and calculator use on students’ ability to answer basic math questions utilized in principles of economics courses and the interactive effect of these two by running a randomized experiment in the university’s principles of
microeconomics course. The experimental design was to give students an additional assessment (referred to as a questionnaire) after the BMA and randomly assign students to the use of one of three types of calculators (basic, graphing, and own calculator). Then, randomly assign students a test format (multiple choice or open-ended) to analyze not only the impact of calculator use/type and test format on students math skills necessary to do well in a principles of economics course but also the impact of the interactive effect of test format and calculator use/type. Once data was collected, this was tested for using a difference in difference framework empirically.

Our results suggest that calculator use/type and test format have a significant positive impact on students overall scores on a basic math assessment. Use of a calculator increased the average student’s score by one half of a point, and multiple-choice framework increased their score by one point out of 10 points total. Similar to the current literature, we find that the effect of calculator use and test format differs depending on the type of question asked. Multiple choice has a significant effect on the likelihood of students answering the question correctly on most problems and therefore has a larger impact on total score. Calculator use has a significant effect on a few problems, specifically algebraic word problems with a high level of difficulty. In this type of problem, there is no evidence that the type of calculator has any effect. These effects are larger for lower-performing students.

The remainder of this paper is organized as follows: the second section gives a literature review and description of the BMA, the third section describes the methodology, the fourth section presents results, and the final section concludes.

**LITERATURE REVIEW**

Many researchers have found that math skills are important to students’ performance in economics courses (Mallik & Lodewijks, 2010; Jensen & Owen, 2003; Ballard & Johnson, 2004;
Hoag & Benedict, 2010; Douglas & Sulock, 1995; Gallo & Johnson, 2008; Schuhmann et al., 2005; Durden & Ellis, 1995; Hafer & Hafer, 2002; Mallik & Shankar, 2016; Milkman et al., 1995; Kroncke & Smyth, 2003). These studies measure math skills in a range of ways, including SAT and ACT math scores, performance in high school math classes, whether the student has taken calculus, and enrollment in a remedial math class. Research has also found that principles of economics courses improve students’ math skills (Mendez-Carabajo, et al., 2018; Smyth and Kroncke, 2005; Pinter, 2014).

Schumann et al. (2005), Ballard and Johnson (2004), and Fennell and Foster (2019) find that, in addition to good standardized test scores, a student's performance on a basic mathematics assessment has a statistically significant positive correlation with performance in an economics course. Schuhmann et al. (2005) find that students that improved their math scores on a basic math assessment had a higher probability of scoring more questions correctly on a survey of principles of microeconomics material. Ballard and Johnson (2004) find that taking a college calculus course, performance on a basic math assessment, and SAT scores have a positive effect on performance in principles of economics. The authors conclude that quantitative skills are multidimensional, and therefore, many measures of mathematics skills will prove to be significant determinants of economics understanding. Fennell and Foster (2019) find that a basic math assessment has a statistically significant positive correlation with performance in principles of microeconomics and that additional attempts on the assessment predict better performance. The format of the assessment given in Schuhmann et al. (2005) and Ballard and Johnson (2004) is multiple choice, whereas the format of the assessment in Fennell and Foster (2019) is open-ended. Calculators are also not allowed in the assessment in Fennell and Foster (2019).
Research on the impact of calculator use on college age students’ ability to correctly answer basic math questions has found that students do better on basic math questions when they are allowed to use a calculator, but this effect differs depending on the type of question that is asked. In a basic arithmetic course at the community college level, Koop (1982) finds that, when students are randomly assigned to receive a calculator in a community college arithmetic course, they do better. Bridgeman, Harvey, and Braswell (1995) find that the benefit/cost of using a calculator on the SAT depends on the type of SAT math question asked. A student is more likely to be able to answer multiplication, division, and exponent problems when using a calculator. They find no effect on algebraic word problems or problems about finding the area of a triangle. Boyle and Farreras (2015) find that college-level psychology students that are given a calculator on a simple math assessment performed better on basic multiplication, addition, and subtraction questions with no difference in performance on algebraic word problems. Scheuneman et al. (2002) find that students with better math skills are more likely to use a calculator and therefore score better on the SAT math. Schwarz et al. (2002) finds that the positive impact of calculator use for algebra I questions is larger for students with weaker math skills, but that this benefit is for low-level computation questions. All of these assessments used multiple choice questions.

Research on the differential impact of the type of calculator used on students’ ability to correctly answer basic math questions for college-age students has found mixed results. Bridgeman and Potenza (1998) compare scores on SAT math questions when students use their own calculator versus an on-screen calculator. They find no impact of using the provided calculator versus students' own calculators. Schwarz et al. (2002) finds that students who use their own graphing calculators to answer algebra I assessment questions perform better than students who do not use any calculator.
Research on the impact of different test frameworks on college students’ ability to correctly answer basic math questions suggests mixed results. Katz, Bennett, and Burger (2000) find that test format has little to no effect on basic arithmetic problems but a large effect on algebraic problems (especially word problems that increase in difficulty). Authors suggest that this is due to nontraditional methods, such as plugging in solutions, as well as students getting an answer through their own calculations but not finding their answer in the multiple choice options, which allows them to identify the error in their calculations. Bridgeman (1992) uses GRE questions to perform an experiment to determine the effect of test format on ability to correctly answer GRE questions. He finds that, for complicated multiplication, division, and percentage problems, there is a significant positive effect that is especially high for low performers. He also suggests that format effects are larger when multiple choice options do not reflect the errors that students actually make. There is no effect on performance on algebraic word problems. Frederiksen (1984) finds that, when critical thinking problems are converted to multiple choice problems, the correlation between multiple choice and constructed response questions are low and that performance is much higher on multiple choice problems with less critical thinking occurring.

Research on the impact of different test frameworks on students’ ability to correctly answer economics questions finds that students perform better overall on the multiple choice questions than critical response questions (Chan & Kennedy, 2002). To our knowledge, no one has studied the interactive effect of test framework and calculator use on performance on basic math questions or in economics. A different strain of research that is parallel to the research above focuses on the difference in skills tested across different frameworks and calculator use (Becker & Johnston; 1999, Rebeck & Asarta, 2012; Buckles & Siegfried, 2006; O’Neil & Brown, 2009). This paper assumes that questions are constructed to achieve “equivalent” skill assessment goals.
Basic Math Assessment

Due to faculty members’ observations that students were weak in mathematics and that this inhibited their learning of economics, in the fall of 2010, faculty began giving a basic math assessment (BMA) to all incoming principles of economics students. The assessment counts towards 10% of each student's grade, thereby demonstrating the importance of math skills in the understanding of principles courses. The framework of the assessment is open-ended, and no calculators are allowed. Students are provided a box for their answer, and answers are graded as correct or incorrect. Calculator use and test framework were highly debated within the faculty and this methodology was decided upon because faculty were concerned not with whether the student could get the correct answer, but whether the student knew the procedure needed to obtain the correct answer or not. It is made up of 20 questions chosen from the SAT math that had a direct relationship to principles of microeconomics material. This includes percentage change, ratios, proportions, fractions and decimals, order of operations, place value, the area of a triangle, simple exponents, and the graph of a straight line. Questions were specifically chosen to have very simple calculations so that a calculator should not be necessary. In this way, these questions differ from questions used by many of the papers that make up our literature review, which use complicated numbers (Boyle and Farreras, 2015; Bridgeman, 1992; Bridgeman, Harvey, and Braswell, 1995) and are more similar to the lower-difficulty questions used in Katz, Bennett, and Berger (2000). Students have thirty minutes to complete the assessment. A score of 16 out of 20 implies mastery of basic math skills. Student are informed two weeks before the start of classes of the assessment, and they are given three attempts to pass. Students receive the full 10% towards their grade if they pass on any attempt and receive a 0% if they fail to pass any attempt. The department provides remedial math support for all students that fail the first attempts.
METHODOLOGY

Experiment

A total of 1,354 students took the BMA during the first week of the fall semester of 2013. These 1,354 students were spread across five different professors. The average total score was 13.5/20 implying that on average students answered 68% of the 20 questions asked correctly. To pass students were required to correctly answer 80% of the questions correctly. This led to a failure rate of 65% on the first attempt at the assessment.

Before administration of the BMA, 902 students from two professors of principles of microeconomics courses were randomly assigned to a treatment or control group, conditional on their SAT math scores. Immediately after the BMA was administered, these selected students were given a second math assessment called the basic math questionnaire (BMQ) containing a sample of 10 questions from the BMA. Students were given 15 minutes to complete the BMQ.

Figure 1 explains the experimental design. Each student that is enrolled in a principles of economics course at this university is assigned to a discussion section which meets once a week with a teaching assistant. Each teaching assistant has three discussion sections. The BMA and BMQ were administered in students’ first discussion section meeting in the first week of classes.

Randomization was first done for calculator type at the teaching assistant level. This implies that all of the three discussion sections of the teaching assistant were given a specific treatment or control. Treatment for calculator type was done at this level to ensure that treatment was followed and to ensure that students did not endure unneeded stress by seeing a neighbor using a calculator when he/she was not allowed to use one. Each teaching assistant was also given a helper to ensure that her/his discussion sections would be strictly given the treatment or control. Randomization was conditional on the teaching assistant's students' average SAT math scores to
ensure that treatment and control groups had similar math skill levels. Of the 13 teaching assistants (39 discussion sections), four teaching assistants (including 12 discussion sections with 256 students) were assigned to the control group which did not have the use of a calculator. Three teaching assistants (nine discussion sections) were assigned to each calculator treatment in the form of being given a basic calculator, TI-83 graphing calculator, or allowed to use their own calculator at the beginning of the BMQ.

To further test any interactions between calculator use and test format, we randomized within each of the discussion sections (again conditional on students' SAT math scores) such that half of students in each discussion section were given an open ended test framework and the other half of students were given a multiple choice framework. This was done by giving students envelopes with the assigned BMQ inside.

Multiple choice and open-ended questions were chosen from the SAT and were the same except that multiple choice questions had five different possible answers that students could choose from. This is a similar methodology to Boyle and Farreras (2002) and Chan and Kennedy (2002).
In the open-ended framework, students were given a box to provide their numerical answer. In the multiple choice framework, students were asked to circle the correct answer.

The basic calculators used in this assessment were the same as those available to be used by the university’s economics faculty. Only addition, subtraction, multiplication, and division can be done with these calculators. For students that were allocated into the treatment where they could use their own calculator, students were asked to report if the calculator was a basic calculator or graphing calculator. It was reported that 40% of students used a basic calculator, 56% used a graphing calculator, and four percent used no calculator. All students were advised prior to the assessment that they should bring a calculator; however, it is likely that many students forgot to bring them on the day of the assessment. No checks were done for possible functions in students graphing calculators brought to the BMQ, whereas the graphing calculators given to students had no functions downloaded onto them.

Of the 902 students that participated in the experiment, 71 students did not consent for their information to be used in the experiment and 34 did not provide additional student characteristics, leaving us with 797 students in our sample. Table A1 demonstrates that the share of students that did not consent does not significantly differ across treatment and control groups. This ensures that there is no bias in the results from students not wanting to participate based on their assignment into a specific treatment or control.

The validity of the experimental design can be seen in Table A2, where statistically significant differences are tested between treatment and control groups. There is no statistically significant difference in the average SAT math score across control and treatment groups. Because not all students took the SAT math, validity was also tested for ACT math scores. There were no statistically significant differences in ACT math scores between treatment and control groups.
Validity of the experiment was also checked when separating students into low-performing (those with an SAT score below the mean) and high-performing. The validity of the experiment continues to hold.

Table 1 provides summary statistics for the 797 students included in the experiment. The first column gives summary statistics for the whole sample and the second column provides summary statistics for only low-performing students who had an SAT math score below the mean score of 662 (358 students). A significant majority of students are freshmen. 40% of students attended private high school, and roughly half of students are female. Female students are slightly more likely to have a lower SAT math score than the mean.

<table>
<thead>
<tr>
<th>Table 1: Summary Statistics</th>
<th>Whole Sample</th>
<th>Low Performers</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT Math</td>
<td>662</td>
<td>604</td>
</tr>
<tr>
<td>Freshman</td>
<td>87%</td>
<td>87%</td>
</tr>
<tr>
<td>Sophomore</td>
<td>10%</td>
<td>11%</td>
</tr>
<tr>
<td>Junior</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>Senior</td>
<td>.4%</td>
<td>.3%</td>
</tr>
<tr>
<td>Private High School</td>
<td>39%</td>
<td>42%</td>
</tr>
<tr>
<td>Female</td>
<td>51%</td>
<td>56%</td>
</tr>
<tr>
<td>BMA (10 experiment questions)</td>
<td>6.8</td>
<td>5.75</td>
</tr>
<tr>
<td>Question 1</td>
<td>90.3%</td>
<td>84.1%</td>
</tr>
<tr>
<td>Question 2</td>
<td>97.4%</td>
<td>96.4%</td>
</tr>
<tr>
<td>Question 3</td>
<td>48.1%</td>
<td>33.9%</td>
</tr>
<tr>
<td>Question 4</td>
<td>45.9%</td>
<td>28.8%</td>
</tr>
<tr>
<td>Question 5</td>
<td>72.1%</td>
<td>59.7%</td>
</tr>
<tr>
<td>Question 6</td>
<td>61.4%</td>
<td>51.6%</td>
</tr>
<tr>
<td>Question 7</td>
<td>47.9%</td>
<td>32.6%</td>
</tr>
<tr>
<td>Question 8</td>
<td>80.0%</td>
<td>69%</td>
</tr>
<tr>
<td>Question 9</td>
<td>60.5%</td>
<td>45.2%</td>
</tr>
<tr>
<td>Question 10</td>
<td>65.1%</td>
<td>57.7%</td>
</tr>
<tr>
<td>N</td>
<td>797</td>
<td>358</td>
</tr>
</tbody>
</table>

The average total score on the ten assessment questions relevant for the 797 students included in the experiment was 6.8/10, implying that 68% were answered correctly. Table 1 gives
the percentage of students that correctly answered each of the questions on the assessment. Question one asked students to calculate a percentage change and two asked a question related to fractions. Performance was high on these questions. On question one, 90.3% of students answered the question correctly and on question two, 97.4% of students answered the question correctly. Questions three and five asked students to answer algebraic word problems and questions six asked students to find the zero of a function. Students struggled with these questions. Only 48.1% of students correctly answered question three and 72.1% of students correctly answered question five. Questions seven and nine asked students to calculate the area of a triangle. Performance was poor on this section. Question eight asked students to calculate the slope of a line. Question ten covered data analysis, asking students to interpret a pie chart. 65.1% of students correctly answered question ten. Across all questions, low-performing students performed more poorly than the sample as a whole. All questions used in the experiment are available to be viewed in the appendix.

**Empirical Strategy**

To analyze the impact of each type of calculator (basic, graphing, and own calculator), test format (multiple choice vs. open-ended) and the interaction of test format and calculator use/type on students’ ability to answer basic math questions related to material in principles of economics, we use a difference in difference framework as follows:

\[
Score_{it} = \beta_0 + \beta_1 d_t + \beta_2 MC_{it} + \beta_3 MC_{it} \times d_t + \sum_{j=1}^{3} \beta_{4j} Calculator_{jit} + \beta_{5j} Calculator_{jit} \times d_t \\
+ \beta_{6j} Calculator_{jit} \times MC_{it} + \beta_{7j} Calculator_{jit} \times MC_{it} \times d_t \\
+ \beta_9 Student Characteristics_i + \epsilon_{it}
\]

where \( i \) refers to student \( i \), \( t \) refers to time period \( t \) (where there are two time periods, 0- when students took the BMA and 1- when students took the BMQ), \( j \) refers to the type of calculator
assigned \((j = 1\) if the student was provided the basic calculator, \(j = 2\) if the student was provided the graphing calculator, and \(j = 3\) if the student was allowed to use their own calculator) \(Score_{it}\) is the score of student \(i\) from the BMA and BMQ (on the assessment - out of 10 points- and on each individual question- 0 if incorrect and 1 if correct), \(d_t\) is a dummy variable equal to 1 when \(t=1\) and 0 otherwise, \(MC_{it}\) is 1 if the student was randomly allocated to receive the multiple choice framework and 0 if open-ended, and \(Calculator_{jit}\) is 1 if the student was randomly allocated to receive the specific type of calculator and 0 otherwise. \(StudentCharacteristics_i\) includes the SAT math score, gender, class, and public or private high school attendance of student \(i\). If a student took the ACT math rather than the SAT math, the ACT score was transformed to the equivalent SAT score using the national percentile rankings for the ACT and SAT (ACT, 2013; The College Board, 2013). This is the same method used in Dorans (1999) and Fennell and Foster (2019).

The difference in difference framework is used here because of the nature of the experiment since we can assume that the difference in the change in students’ performance between the BMA and BMQ across treatment groups stems only from the treatment. This form also allows us to test for the interaction of the two treatments, taking into account any covariates. The coefficient on the interaction term between calculator use and the multiple choice framework would tell us if there is an additional benefit (or cost) from having both treatments beyond the exclusive benefit of the multiple choice and exclusive calculator benefit.

**RESULTS**

Results for the impact of calculator use and multiple choice format on students’ total scores can be seen in the first column of Table 2 below. We find that introducing multiple choice without the use of a calculator improves a student’s score by approximately one point. We also find that
allowing a student to use any type of calculator in an open-ended test framework improves a student's score by one-half of a point. There is no significant difference in the type of calculator used. This implies that a student that received the multiple choice and a calculator had an improvement in their score of one-and-a-half points. This would result in an increase in the average score of all students from 6.8 to 8.3. There is no interactive effect of allowing a student to use both a calculator and multiple choice framework, meaning there is no significant additional benefit (or cost) of both treatments beyond the improvement of the one-and-a-half points. The effect of allowing a student to use multiple choice is significantly greater than the effect of allowing a student to use a calculator.

The regression was also run for each individual question, such that $Score_{it}$ was measured as zero if the student answered the question incorrectly and one if the student answered correctly to analyze the impact of calculator type/use and test format on different types of questions. Probit difference in difference is used to estimate these regressions. Results for all students can be found in columns two through seven in Table 2. Only questions where there was a significant effect from treatment were reported. Questions two, four, five, and nine had no significant impact from either multiple choice framework or calculator use. Questions one, three, six, seven, eight, and 10 all had a significant positive impact from multiple choice framework, and questions one, three, and six had a significant positive impact from calculator use.

Question one asked students to calculate a simple percentage change. Results from Table 2 Column 2 show that giving students a multiple choice framework without the use of a calculator increases their probability of answering the question correctly by 4.4%. Giving students a basic calculator in the open-ended framework increases their probability of answering the question correctly by 3.6% with no effect from any other calculator. This implies that students that had both
the multiple choice framework and basic calculator increased their probability of answering the question correctly by eight percent. Originally, 90% of students answered this question correctly.

Table 2: Treatment Effects for All Students’ Total Score and Individual Questions

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Total Score</th>
<th>Question 1</th>
<th>Question 3</th>
<th>Question 6</th>
<th>Question 7</th>
<th>Question 8</th>
<th>Question 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Choice</td>
<td>0.929***</td>
<td>0.044**</td>
<td>0.245**</td>
<td>0.129*</td>
<td>0.154*</td>
<td>0.093**</td>
<td>.219***</td>
</tr>
<tr>
<td>Basic Calculator</td>
<td>0.598**</td>
<td>0.036**</td>
<td>0.224***</td>
<td>0.048</td>
<td>0.086</td>
<td>0.020</td>
<td>0.003</td>
</tr>
<tr>
<td>Graphing Calculator</td>
<td>0.590*</td>
<td>0.012</td>
<td>0.191**</td>
<td>0.106</td>
<td>-0.013</td>
<td>0.037</td>
<td>-0.057</td>
</tr>
<tr>
<td>Own Calculator</td>
<td>0.529*</td>
<td>0.002</td>
<td>0.141*</td>
<td>0.209***</td>
<td>-0.05</td>
<td>0.057</td>
<td>0.018</td>
</tr>
<tr>
<td>Multiple Choice x Basic Calculator</td>
<td>-0.388</td>
<td>-0.095</td>
<td>-0.185</td>
<td>-0.033</td>
<td>-0.069</td>
<td>-0.017</td>
<td>0.035</td>
</tr>
<tr>
<td>Multiple Choice x Graphing Calculator</td>
<td>(0.429)</td>
<td>(0.144)</td>
<td>(0.15)</td>
<td>(0.143)</td>
<td>(0.138)</td>
<td>(0.107)</td>
<td>(0.120)</td>
</tr>
<tr>
<td>Multiple Choice x Own Calculator</td>
<td>-.319</td>
<td>0.032</td>
<td>-.119</td>
<td>-.074</td>
<td>0.089</td>
<td>-0.066</td>
<td>-0.054</td>
</tr>
<tr>
<td>(0.425)</td>
<td>(.022)</td>
<td>(0.148)</td>
<td>(0.144)</td>
<td>(0.143)</td>
<td>(0.120)</td>
<td>(0.140)</td>
<td></td>
</tr>
</tbody>
</table>

Student Characteristics Included

<table>
<thead>
<tr>
<th></th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>797</td>
<td>797</td>
<td>797</td>
<td>797</td>
<td>797</td>
<td>797</td>
<td>797</td>
</tr>
</tbody>
</table>

Questions three and five are both algebraic word problems that require students to set up two equations and solve for two unknown variables. For question five, there is no significant effect from allowing a student to use multiple choice or a calculator. Question five was significantly less

\[ a \] Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

\[ b \] Coefficients in columns two through seven represent marginal effects for the respective probit difference in difference regressions.
difficult than question three, with 72% of students answering question five correctly and only 48% of students answering question three correctly. For question three, giving students multiple choice increases the probability that a student answers correctly by 25%. Giving students a calculator increases the probability that a student answers correctly by 20%, with no significant difference between the type of calculator used. The impact from a calculator and multiple choice are similar. This contrasts the results of Bridgeman, Harvey, and Braswell (1995), Boyle and Farreras (2015), and Schwarz et al. (2002) which found no impact of calculator use on algebraic word problems. There is no significant interactive effect from having multiple choice and using a calculator.

Given that both question three and five were algebraic word problems, the difference in our results suggest an increasing return to calculators and multiple choice framework with increasing difficulty level. This is similar to what is suggested in Katz, Bennett, and Burger (2000), that as the difficulty level increases multiple choice has a larger positive effect. Our results suggest a similar effect for calculators, that as the level of difficulty of the algebraic word problem increases, calculator use has a larger positive effect.

Question six asked students to calculate the zero of a function. Originally, only 61% of students answered this question correctly. Results from Table 2 Column 4 show that giving students multiple choice alone increases the probability that a student answers correctly by 13%. Allowing students to use their own calculator on this question increases the probability that a student answers correctly by 21% with no significant impact from other calculators. This result could be because students had additional applications downloaded onto their own calculator that allowed them to solve the problem. Student-owned calculators were not checked for any additional applications. It could also be that the result stems from students’ high level of comfort with their own calculator and are, therefore, better able to use the calculator’s capabilities. Therefore,
students with multiple choice and their own calculator would see a 34% increase in the likelihood of answering this question correctly. There is no statistically significant effect of any other calculator, and there is no significant additional effect of using both multiple choice framework and a calculator.

Question seven asked students to calculate the area of a triangle cut from a rectangle. Originally, only 48% of students correctly answered this question. By allowing students to use multiple choice on this question, this increases the probability that a student answers correctly by 15%. According to Table 2 Column 5, there is no significant effect of allowing for the use of a calculator or interactive effect between test framework and calculator use. This result is similar to that of Bridgeman, Harvey, and Braswell (1995) who find that there is no effect of using a calculator when calculating the area of a triangle.

Question nine also asked students to calculate the area of two triangles and calculate the difference in areas. Originally, only 61% of students correctly answered this question. For question nine, there is no significant effect from allowing a student to use multiple choice or a calculator. This may suggest an increasing return to multiple choice framework with increasing difficulty level when calculating areas.

Question eight asked students to calculate the slope of a given line. Originally 80% of students answered this question correctly. Giving students a multiple choice test framework increases the probability that a student answers correctly by nine percent. Giving students the use of a calculator has no significant impact on their probability of answering the question correctly. There is no statistically significant interactive impact from adding a calculator to the multiple choice framework.
Lastly in question 10, students were asked to interpret a pie chart and give the number of people in a given group represented in the pie. Originally only 65% of students answered this question correctly. We find that giving students multiple choice increases the probability that a student answers correctly by 22%. There is no statistically significant impact from having a calculator. There is no statistically significant interactive impact from having any type of calculator with the multiple choice.

In question 10, the most common incorrect answer given on the open ended framework was 50. 50 is the correct percentage of people in the group, but the question asks for the number of people, not percentage of people. The multiple-choice version of the question (taken from the SAT math) did not have the answer 50. Students clearly did not read the question correctly, and then upon looking at the potential options realized their mistake, they re-read the question. Bridgeman (1992) has a long discussion of the negative ramifications of multiple choice use when the most common critical response answer is not included in the multiple choice. In economics, if a percentage is interpreted as a value (for instance maybe an elasticity as a quantity or price), the answer is completely incorrect. In economics, interpretation is key, and giving students multiple choice may not allow for the testing of this interpretation.

The same regression is run for low-performing students with an SAT math score below the mean score of 662. Results can be found in the first column of Table 3 below. The effect of having a calculator and multiple choice on the student’s total score becomes larger. Now, utilizing multiple choice questions without the use of a calculator improves a students’ score by one-and-a-half points, and allowing a student to use any type of calculator in an open-ended test framework improves a student's score by one point. This implies that a student that received the multiple choice and a calculator had an improvement in their score of two-and-a-half points. This would
result in an increase in the average score of low-performing students from 5.75 to 8.25. Both Bridgeman (1992) and Schwarz et al. (2002) also find that weak students tend to benefit more from multiple choice questions and calculator use.

The results from running the same probit difference in difference regressions from Table 2 columns 2 through 7 for only low-performing students are in Table 3 columns 2 through 7. All statistically significant coefficients increase in size thereby bolstering the results from Table 3

Table 3: Treatment Effects for Low-Performing Students’ Total Score and Individual Questions c

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Total Score</th>
<th>Question 1</th>
<th>Question 3</th>
<th>Question 6</th>
<th>Question 7</th>
<th>Question 8</th>
<th>Question 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple Choice</td>
<td>1.448***</td>
<td>0.134**</td>
<td>0.308**</td>
<td>0.216*</td>
<td>0.107</td>
<td>0.132</td>
<td>.325***</td>
</tr>
<tr>
<td></td>
<td>(0.446)</td>
<td>(0.036)</td>
<td>(0.130)</td>
<td>(0.134)</td>
<td>(0.14)</td>
<td>(0.107)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>Basic Calculator</td>
<td>0.790*</td>
<td>0.055</td>
<td>0.390***</td>
<td>0.09</td>
<td>0.087</td>
<td>0.096</td>
<td>-0.055</td>
</tr>
<tr>
<td></td>
<td>(0.497)</td>
<td>(0.056)</td>
<td>(0.117)</td>
<td>(0.154)</td>
<td>(0.177)</td>
<td>(0.110)</td>
<td>(0.151)</td>
</tr>
<tr>
<td>Graphing Calculator</td>
<td>0.992**</td>
<td>0.07</td>
<td>0.369***</td>
<td>0.212*</td>
<td>-0.101</td>
<td>0.115</td>
<td>-0.113</td>
</tr>
<tr>
<td></td>
<td>(0.475)</td>
<td>(0.045)</td>
<td>(0.116)</td>
<td>(0.127)</td>
<td>(0.126)</td>
<td>(0.103)</td>
<td>(0.154)</td>
</tr>
<tr>
<td>Own Calculator</td>
<td>1.031**</td>
<td>0.06</td>
<td>0.269*</td>
<td>0.262**</td>
<td>-0.093</td>
<td>0.064</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>(0.479)</td>
<td>(0.042)</td>
<td>(0.114)</td>
<td>(0.119)</td>
<td>(0.133)</td>
<td>(0.118)</td>
<td>(0.134)</td>
</tr>
<tr>
<td>Multiple Choice x Basic</td>
<td>-0.699</td>
<td>-0.39</td>
<td>-0.251</td>
<td>-0.088</td>
<td>-0.156</td>
<td>-0.208</td>
<td>-0.012</td>
</tr>
<tr>
<td>Calculator</td>
<td>(0.689)</td>
<td>(0.342)</td>
<td>(0.186)</td>
<td>(0.237)</td>
<td>(0.161)</td>
<td>(0.245)</td>
<td>(0.229)</td>
</tr>
<tr>
<td>Multiple Choice x Graphing</td>
<td>-0.506</td>
<td>-0.039</td>
<td>0.003</td>
<td>-.33</td>
<td>0.27</td>
<td>0.018</td>
<td>-0.222</td>
</tr>
<tr>
<td>Calculator</td>
<td>(0.683)</td>
<td>(0.173)</td>
<td>(0.235)</td>
<td>(0.199)</td>
<td>(0.227)</td>
<td>(0.19)</td>
<td>(0.246)</td>
</tr>
<tr>
<td>Multiple Choice x Own</td>
<td>-0.800</td>
<td>0.00</td>
<td>-.092</td>
<td>-.301</td>
<td>0.209</td>
<td>0.092</td>
<td>-0.387</td>
</tr>
<tr>
<td>Calculator</td>
<td>(0.685)</td>
<td>(0.000)</td>
<td>(0.229)</td>
<td>(0.216)</td>
<td>(0.235)</td>
<td>(0.157)</td>
<td>(0.233)</td>
</tr>
</tbody>
</table>

Student Characteristics Included

<table>
<thead>
<tr>
<th></th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
<th>yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>358</td>
<td>358</td>
<td>358</td>
<td>358</td>
<td>358</td>
<td>358</td>
<td>358</td>
<td>358</td>
</tr>
</tbody>
</table>

c Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1

d Coefficients in columns two through seven represent marginal effects for the respective probit difference in difference regressions.
Column 1 that low performers benefit more from multiple choice and calculator use. The only exceptions are for the coefficients for questions seven and eight in columns 5 and 6 where the coefficients are no longer significant but the relative magnitude remains the same. Question seven asks students to calculate the area of a triangle cut from a rectangle and question eight asks students to calculate the slope of a line. Given the similar magnitude of the coefficients across Tables 2 and 3 for these questions and smaller sample size of low-performing students, the effect of giving students multiple choice may not differ across performance levels for these types of questions. This is a potential area for future research.

CONCLUSION

Research has found that students’ performance on a basic math assessment or quiz has a statistically significant positive correlation with performance in principles of economics (Ballard & Johnson, 2004; Fennell & Foster, 2019; Schuhmann et al., 2005; Douglas & Sulock, 1995; Hafer & Hafer, 2002). It has also been found that test format as well as calculator use have a significant impact on college students’ ability to correctly answer basic math questions (Frederiksen, 1984; Bridgeman, 1992; Katz, Bennett, and Burger, 2000; Chan and Kennedy, 2006; Boyle and Farreras, 2015; Koop, 1982).

Economics faculty at this university administer a common BMA at the start of the fall semester of principles of economics to assess the math skills of incoming students. The framework is open-ended, and no calculator is allowed. A randomized experiment was run after the BMA was given, where students were randomized into treatment groups based on calculator use and multiple choice format to determine if test format and calculator use have a significant impact on their performance as well as if there is any interactive effect of these two treatments.
We find that calculator use and test format have a significant positive impact on students overall scores. Students that receive multiple choice tests improve their score by one point. Students that received a calculator improved their score by half a point. In combination, students that received both of these improved their score by one-and-a-half points on average. For a 10-point assessment with a cutoff of eight points where the average student scored a 6.8, this implies that the failure rate would decrease from 60% to 39%. When focusing on only low-performing students, those that received a calculator improved their score by one point. Low performers that received the multiple-choice framework improved their score by one-and-a-half points. In combination, low-performing students that received both of these improved their score by two-and-a-half points. For low-performing students, the failure rate would decrease from 83% to 40%.

We find that the impact of each type of calculator and test framework differs depending on the question. We find a positive effect of multiple choice over a range of math problems that are critical for students to know for a principles of economics course. Calculator use has a significant effect on a few problems, specifically algebraic word problems with a high level of difficulty. In this type of problem, there is no evidence that the effect differs by the type of calculator used. We find that the use of different calculators does have an impact. For instance, having one’s own calculator when solving for a zero value for a function significantly increases the likelihood of answering a question correctly. This is most likely due to the fact that students know the functionality of their own calculator. These effects are larger for lower-performing students. We find no additional interactive effect of using a multiple-choice test framework and a calculator.

These results suggest that if a university implements a basic math assessment for a principles of economics course, it must understand the potential effects of using multiple choice or allowing a calculator on certain problems. This is especially important for low-performing
students who the assessment is trying to identify and improve the skills of to ensure that economic principles can be adequately understood. Future research could ascertain if students that rely on multiple choice and a calculator to solve basic math problems underperform those that can adequately solve these problems without the use of these tools.
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### Appendix

#### Table A1: Share of Students that Did not Consent Across Treatment and Control\(^e\)

<table>
<thead>
<tr>
<th>Difference between Multiple Choice No Calculator</th>
<th>Difference between [...] and Open Ended No Calculator</th>
<th>Difference between [...] and Multiple Choice No Calculator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean in Open Ended No Calculator and Open Ended No Calculator</td>
<td>Open Ended with basic calculator</td>
<td>Open Ended with graphing calculator</td>
</tr>
<tr>
<td></td>
<td>Open Multiple Choice with basic calculator</td>
<td>Open Multiple Choice with graphing calculator</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Non-consent</td>
<td>0.056</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(0.0307)</td>
<td>(0.033)</td>
</tr>
</tbody>
</table>

#### Table A2: Validity of Experimental Design\(^f\)

<table>
<thead>
<tr>
<th>Difference between Multiple Choice without calculator</th>
<th>Difference between [...] and Open Ended without calculator</th>
<th>Difference between [...] and Multiple Choice without calculator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean in Open Ended without calculator and Open Ended without calculator</td>
<td>Open Ended with basic calculator</td>
<td>Open Ended with graphing calculator</td>
</tr>
<tr>
<td></td>
<td>Open Multiple Choice with basic calculator</td>
<td>Open Multiple Choice with graphing calculator</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>SAT Math</td>
<td>653</td>
<td>8.78</td>
</tr>
<tr>
<td></td>
<td>(9.5)</td>
<td>(10.15)</td>
</tr>
<tr>
<td>ACT Math</td>
<td>28.52</td>
<td>-0.126</td>
</tr>
<tr>
<td></td>
<td>(0.83)</td>
<td>(0.777)</td>
</tr>
</tbody>
</table>

\(^e\) Standard errors in parenthesis *** p<0.01, ** p<0.05, * p<0.1

\(^f\) Standard errors in parenthesis *** p<0.01, ** p<0.05, * p<0.1
1. If the price of a computer has decreased from $1,000 to $750, by what percent has the price decreased?
   A) 10%     (B) 15%     (C) 25%     (D) 33.33%     (E) 50%

2. Multiplying by \( \frac{1}{2} \) gives the same result as dividing the number by what?
   (A) \( \frac{1}{4} \)     (B) \( \frac{1}{2} \)     (C) 2     (D) 3     (E) 4

3. At a school dance Juan paid $2.05 for 1 soda and 2 pretzels. Keisha paid $1.85 for 1 pretzel and 2 sodas. What is the cost of 1 pretzel and 1 soda?
   (A) $0.55     (B) $1.30     (C) $1.60     (D) $1.95     (E) $2.10

4. If \( s \neq 9 \), and \( \frac{s^2 - 81}{s - 9} = t^2 \) what does \( s \) equal in terms of \( t \)?
   (A) \( t + 3 \)     (B) \( t - 3 \)     (C) \( \sqrt{t} - 3 \)     (D) \( t^2 + 9 \)     (E) \( t^2 - 9 \)

5. Teresita worked 2 weeks in a pharmacy. During the second week she worked 1.5 times the number of hours that she worked during the first week. If she worked a total of 25 hours during the 2-week period, how many hours did Teresita work during the second week?
   (A) 5     (B) 7.5     (C) 10     (D) 15     (E) 22.5

6. Let the function \( f \) be defined by \( f(x) = x^2 - 7x + 10 \). If \( f(t) = 0 \) what is one possible value of \( t \)?
   (A) 3     (B) 4     (C) 5     (D) 7     (E) 10

7. (1) A triangular region was cut from a rectangular piece of paper shown below. What is the area in inches of the resulting pentagon?

   (A) 68 inches     (B) 74 inches     (C) 86 inches     (D) 68 inches squared     (E) 74 inches squared

8. (1) The line in the xy-plane below has the equation \( y = mx + b \) where \( m \) and \( b \) are constants. What is the value of \( m \)?

   (A) \(-\frac{2}{3}\)     (B) \(-\frac{3}{2}\)     (C) \(+\frac{1}{3}\)     (D) \(+\frac{2}{3}\)     (E) \(+\frac{3}{2}\)
9. (1) In the figure below, AC=8, BA=BC, BD=BF, BE=10, and AD=1.5. What is the total area of the shaded regions?

(A) 5  (B) 10  (C) 15  (D) 20  (E) 40

10. The chart below shows the results when 1,000 people were asked, “How old are you?” The age they gave is represented by x. How many people said that their age was less than 40?

(A) 200  (B) 300  (C) 450  (D) 500  (E) 550