Is ACCTRAN better than DELTRAN?
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Abstract

When parsimony ancestral character reconstruction is ambiguous, it is often resolved in favour of the more complex character state. Hence, secondary loss (secondary “absence”) of a complex feature is favoured over parallel gains of that feature as this preserves the stronger hypothesis of homology. We believe that such asymmetry in character state complexity is important information for understanding character evolution in general. However, we here point out an inappropriate link that is commonly made between this approach and the accelerated transformation (ACCTRAN) algorithm. In ACCTRAN, changes are assigned along branches of a phylogenetic tree as close to the root as possible. This has been taken to imply that ACCTRAN will minimize hypotheses of parallel origins of complex traits and thus that ACCTRAN is philosophically better justified than the alternatives, such as delayed transformation (DELTRAN), where changes are assigned along branches as close to the tips as possible. We provide simple examples to show that such views are mistaken and that neither ACCTRAN nor DELTRAN consistently minimize parallel gain of complex traits. We therefore do not see theoretical grounds for favouring the popular ACCTRAN algorithm.

Character optimization is the process by which alternative reconstructions of a character on a cladogram are evaluated. Under parsimony, when alternative reconstructions are equally costly, character optimization is ambiguous (Farris, 1970). The popular algorithms for resolving ambiguous character optimization are accelerated transformation (ACCTRAN), where changes are assigned along branches of a phylogenetic tree as close to the root as possible (passing up), and delayed transformation (DELTRAN), where changes are assigned along branches as close to the tips as possible (Farris, 1970; Swofford and Maddison, 1987). As originally proposed (Farris, 1970) and developed (Swofford and Maddison, 1987, 1992), ACCTRAN and DELTRAN were not presented as one being in some general way superior to the other. Today, however, ACCTRAN is much more widely used than DELTRAN. For example, Google Scholar finds 1730 references to ACCTRAN but approximately 720 to DELTRAN (897 hits, minus about 20% that refer to a computer language) and almost all papers that mention DELTRAN also use ACCTRAN, sometimes preferentially.

This note points out that we believe current preference for ACCTRAN stems from a mistaken link made by De Pinna (1991) between a philosophical justification for preferring reversals over parallelism and ACCTRAN. De Pinna’s philosophical argument based on asymmetry in character state complexity (see below) has received considerable acceptance and we certainly see merit in it. However, neither it nor any other argument we have seen offers theoretical grounds for preferring ACCTRAN over DELTRAN in general. Rather, we argue that each case must be evaluated independently with respect to the complexity of character states (see below). We start by briefly reviewing some of the basic properties of ACCTRAN and DELTRAN.
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Some properties of ACCTRAN and DELTRAN

ACCTRAN and DELTRAN represent just two among many alternative most parsimonious reconstructions (MPRs) on any given tree (Miyakawa and Narushima, 2004). They represent extremes of the distribution of MPRs in “MPR-space” (all MPRs for a given tree, see Minaka, 1993); for example, ACCTRAN is the MPR that minimizes the lengths of all subtrees of a given tree (Minaka, 1993)—the so-called “First Theorem on ACCTRAN” (Miyakawa and Narushima, 2004). As stated by Miyakawa and Narushima (2004, p. 171) “… ACCTRAN on a rooted el-tree [any given tree] is the unique MPR on the tree for which the lengths of all subtrees are minimized, that is, the subtree-complete maximum-parsimony of ACCTRANs” (see also Narushima and Misheva, 2002). Based on this property, Minaka (1993) proposed the “distortion index” calculated as the cumulative difference between the lengths of all subtrees of a given MPR compared with that of ACCTRAN. Minaka (1993) found that DELTRAN was the MPR that maximizes the distortion index. Of course, all MPRs are, by definition, equal in terms of the length of the total tree. However, ACCTRAN monotonically spreads change so as to minimize the length of all subtrees while DELTRAN maximally distorts monotonicity by distributing change unevenly among subtrees—as stated by Minaka (1993, p. 292) “… this means that in DELTRAN optimization, the total amounts of character state changes are more unevenly scattered over the full tree than in ACCTRAN.” This property is important as ACCTRAN, by evenly spreading change, may better fit assumptions of rate constancy incorporated in many popular models used for phylogenetic reconstructions, especially of molecular data. On the other hand, DELTRAN may be more appropriate in cases where rate constancy is unlikely, as may be the case with morphological characters showing character state asymmetries.

ACCTRAN and DELTRAN represent opposite MPR extremes, respectively maximizing ambiguous character state change as close to the root, or the tips, as possible. This means that ACCTRAN will, on average, lead to greater estimated branch lengths between internal nodes than DELTRAN, while DELTRAN will, on average, lead to greater estimated terminal branch lengths than ACCTRAN. This property is important if those branch lengths are subsequently used as information, e.g. to date the splitting of lineages using a molecular clock or other methods. It is also important as ACCTRAN and DELTRAN may represent reasonable upper and lower bound estimates of internal and terminal branch lengths and hence provide a good framework for sensitivity analyses. For example, Forest et al. (2005) used both to date phylogenetic trees and, unsurprisingly, found that ACCTRAN tended to give older age estimates for nodes. Although ACCTRAN and DELTRAN have been by far the best studied, many alternative options may be possible for a given character on a tree (Maddison and Maddison, 2002). For example, one might choose the MPR that maximizes similarity of reconstructed internal nodes to a given terminal (species) in the tree, or choose the MPR that maximally reconstructs a given character state (e.g. “1”) on terminal branches. For morphological studies, in particular, or studies using molecular phylogenies to trace morphological/behavioural traits, one MPR property that is often sought is one that maximizes parallel loss over convergent gains of complex traits (De Pinna, 1991). In spite of frequent claims to the contrary, this last condition is not satisfied by ACCTRAN (see below).

Asymmetry in character state complexity

De Pinna (1991, p. 386) argued that “… absences stand at a lower ontological level as observations, when compared to presences (Nelson and Platnick, 1981: 29; Patterson, 1982: 30).” In other words, there can be asymmetry in the information content of primary homology statements of character states. Complex features share detailed similarities strengthening the conjecture of homology between them, whereas absences are a weaker form of primary homology statements (see also Rieppel and Kearney, 2002). Therefore, a theoretical basis may exist for favouring some equally parsimonious optimizations over others. In the absence of compelling evidence to the contrary, ambiguous optimization is better resolved in favour of secondary losses (reversals) over parallel gains of complex structures. This is more consistent with the stronger conjecture of homology based on observable detailed similarity, rather than mere absence (De Pinna, 1991); complexity tests similarity (Agnarsson and Coddington, 2008; see also Richter, 2005; Scholtz, 2005; Agnarsson et al., 2007). When characters lack asymmetry in character state complexity (e.g. the states “red” and “blue”), little, if any, grounds exist to favour one optimization over another (Richter, 2005).

However, we believe that De Pinna (1991) erred when he concluded that ACCTRAN is a superior algorithm for preserving strong homology statements (see Examples, below). He claimed (De Pinna, 1991, p. 388) that ACCTRAN favours reversals over parallelism and that therefore “… ACCTRAN optimization better conforms with the notion that the conjecture of primary homology should be held valid unless demonstrated false by parsimony considerations. It thus can be considered as a theoretically superior algorithm for tracing character
Table 1

<table>
<thead>
<tr>
<th>Justification</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I used the ACCTRAN option (Farris optimization), which favours secondary loss over convergence to explain homoplasy and therefore maximizes homology (Hormiga, 1994; Griswold et al., 1998; Schuh, 2000), although not of losses or reductions. It also minimizes homology of presence of a primitively present character.”</td>
<td>(Benjamin, 2004: 8)</td>
</tr>
<tr>
<td>“Ambiguous characters were ACCTRAN optimized (Swoford and Maddison, 1987), where reversals are chosen over convergences, thus maximally preserving hypothesis of homology (De Pinna, 1991).”</td>
<td>(Britto, 2003: 122)</td>
</tr>
<tr>
<td>“Given that different optimizations did not affect the number and nature of shared convergences, we present here the results from ACCTRAN optimization.”</td>
<td>(Gaubert et al., 2005: 870)</td>
</tr>
<tr>
<td>“ACCTRAN assumes that reversals are more likely than convergence, whereas DELTRAN optimization assumes convergences are more likely than reversals.”</td>
<td>(Gregorin and Ditchfield, 2005: 404)</td>
</tr>
<tr>
<td>“I present the character support for nodes of my resulting two trees under accelerated transformation (ACCTRAN) optimization (as opposed to delayed transformation, or DELTRAN). I favor this optimization because it favours loss of complex structures, rather than independent gains (Kitching et al., 1998)...”</td>
<td>(Hilton, 2003)</td>
</tr>
<tr>
<td>“Ambiguous character optimizations were usually resolved so as to favor reversal or secondary loss over convergence (Farris optimization or ACCTRAN)...”</td>
<td>(Hormiga, 2003: 263)</td>
</tr>
<tr>
<td>“... by favouring the acquisition of a character, with subsequent homoplasy accounted for by reversal... accelerated transformation maintains our original conjecture of the character as a putative synapomorphy. In contrast by treating homoplastic characters as independent derivations, delayed transformation rejects our original hypothesis of primary homology. For this reason De Pinna (1991) asserted that accelerated transformation optimization is the theoretically superior algorithm for tracing character evolution.”</td>
<td>(Kitching et al., 1998: 73)</td>
</tr>
<tr>
<td>“To trace character evolution, these traits were optimised onto the most parsimonious trees using the delayed transformation (DELTRAN) optimization method (Swofford and Maddison, 1987), favoring convergences over reversals.”</td>
<td>(Martel et al., 2004: 141)</td>
</tr>
<tr>
<td>“... ACCTRAN resolution (which accelerates changes towards the tree’s root; i.e. changes among states happen earlier on the tree, thus increasing the number of reversals), and after applying a DELTRAN resolution (which delays changes away from the root; i.e. state changes occur later on the tree, thus increasing independent gains) (Swofford and Maddison, 1987).”</td>
<td>(Mooring et al., 2004: 22)</td>
</tr>
<tr>
<td>“Ambiguous optimisations were resolved using accelerated transformation (ACCTRAN) or Farris optimisation, which favours reversals over parallelisms to explain homoplasy (Farris, 1970; Swoford and Maddison, 1987, 1992; Maddison and Maddison 1992) and therefore maximizes homology (Griswold et al. 1998).”</td>
<td>(Prendini et al., 2005: 208)</td>
</tr>
<tr>
<td>“The hypothesis containing a homology hypothesis should be preferred over the one which does not in cases of present/absent scoring, and also where both hypotheses are equally parsimonious, because the hypothesis containing the homology hypothesis is the more severely tested (i.e. it has been tested in two independent tests). This is common practice and known as ACCTRAN optimization.”</td>
<td>(Richter, 2005: 116)</td>
</tr>
<tr>
<td>“Thus, ACCTRAN and DELTRAN algorithms were applied to each character tree, resulting in a total of six ancestor state reconstructions. The ACCTRAN algorithm accelerates changes in traits toward the root of the tree, maximizing early gains and forcing early subsequent reversals. The DELTRAN algorithm, on the other hand, delays changes in traits away from the root, thus maximizing parallel changes (Maddison and Maddison, 2001).”</td>
<td>(Shelley and Blumstein, 2005: 171)</td>
</tr>
<tr>
<td>“Character state distribution was examined using ACCTRAN optimization following De Pinna (1991: 367) under which ambiguous character distributions are resolved under the optimization that maximizes reversals rather than parallelisms within the resultant phylogenetic tree.”</td>
<td>(Zanata and Vari, 2005: 3)</td>
</tr>
<tr>
<td>“... the ACCTRAN reconstruction which originated with Farris [2], which is phylogenetically considered a more meaningful one of the many possible MPRs. The name “ACCTRAN” results from “accelerated transformation”, which means that character state changes are accelerated as far as possible with respect to the specific root; this property is relected in reversals of earlier changes in the same lineage than in parallel changes in different lineages...”</td>
<td>(Miyakawa and Narushima, 2004: 171)</td>
</tr>
</tbody>
</table>
evolution when compared to the DELTRAN procedure.

It is clear when browsing current literature that use of ACCTRAN dominates (see above). To show the broad use of ACCTRAN we here take some examples from recent literature on a range of taxa, media and philosophical approaches (Table 1). We do not intend to single out these authors for criticism. On the contrary, we feel that explicit justification of methods used such as those that appear in Table 1 is preferable to the lack of it because it facilitates discussion and debate that can move science forward (cf. Wiens, 2001). Similarly, we do not mean to imply that acceptance of De Pinna's argument is universal. Many authors use both ACCTRAN and DELTRAN and/or other MPRs, and choose the method appropriate in each case, do both and compare the results, etc. Nevertheless, we feel justified in focusing on the “De Pinna view” because it has played a role in the current dominance of ACCTRAN. It should be noted that our main point does not rest on the validity of philosophical arguments such as De Pinna's to prefer one optimization over another. Researchers may disagree over circumstances that justify favouring reversals over parallelisms. Regardless, we observe that use of ACCTRAN dominates and we must ask whether this is justifiable.

Arguments in the literature often closely follow that of De Pinna (1991): “Ambiguous characters were ACCTRAN optimized (Swofford and Maddison, 1987), where reversals are chosen over convergences, thus maximally preserving hypothesis of homology (De Pinna, 1991).” (Britto, 2003, p. 122); and “ACCTRAN assumes that reversals are more likely than convergence, whereas DELTRAN optimization assumes convergences are more likely than reversals.” (Gregorin and Ditchfield, 2005, p. 404). Similar interpretations are found in more philosophical (e.g. Richter, 2005) and mathematical (Miyakawa and Narushima, 2004) literature (see Table 1).

In what follows we give a few simple examples that demonstrate that (1) use of ACCTRAN does not systematically lead to preference for reversals over parallelism—in just as many cases DELTRAN does so; (2) using either globally for a character with a complex history can lead to inconsistent optimizations (e.g. favour loss of a complex character in one part of the tree, but parallelism in another); and (3) in some cases involving missing data or inapplicable data, neither ACCTRAN nor DELTRAN are appropriate (at least as implemented in most popular software) because they can lead to optimizations contradicted by the evidence.

Examples

In the examples that follow, we present a simple binary character under Fitch parsimony (equal transformation costs) with the states absent (0) and present (1). The character could be any complex trait; arbitrarily for our examples let it be a “complex” light sensory organ (LSO) on insect antennae. Let us first look at an example of what De Pinna (1991) had in mind. In Fig. 1A the LSO is present in taxa A and C, but absent in all others. Because B is more closely related to A than is C, parsimony requires two steps to explain the data—either parallel gains, or one gain and a secondary loss of the LSO. ACCTRAN optimization, by favouring change as close as possible to the root, supports a single gain of LSO with a secondary loss in B. DELTRAN, however, supports parallel gains of LSO, which is in clear conflict with the stronger original conjecture of homology. Is ACCTRAN therefore better? The answer is no, as can be seen when the distribution of LSO is

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Justification</td>
</tr>
<tr>
<td>“DELTRAN...means that character state changes are postponed as long as possible with respect to the specific root. Biological implications are that DELTRAN minimizes reversal and maximizes convergence whereas ACCTRAN maximizes reversal and minimizes convergence...”</td>
</tr>
</tbody>
</table>

Fig. 1. A simple example showing ambiguous optimization where in A, De Pinna’s (1991) logic holds and in B, it does not. Rows above the tree show taxon names and states for LSO. Alternative optimizations are indicated with A (ACCTRAN) and D (DELTRAN) followed by the character state in parentheses. Dashes indicate the preferred optimization. LSO is present in A and C, and ACCTRAN preserves homology of this complex structure by favouring early gain and secondary loss, while DELTRAN favours parallel gains. In B, however, the distribution of character states has been inverted so that absence is the locally derived state: here DELTRAN preserves homology of LSO, while ACCTRAN suggests a novel origin in taxon B.
among taxa is inverted. Now that LSO is primitively present (Fig. 1B).

This example clearly shows that the primitive state is key. Is ACCTRAN then better whenever the primitive state is absence? Again the answer is no. Figure 2 shows an example where the LSO is primitively absent, but its origin is unambiguously optimized to the clade A–F. Distally, however, its optimization is ambiguous and DELTRAN is necessary to preserve homology of LSO in all taxa where it occurs.

Among taxa is inverted. Now that LSO is primitively present (Fig. 1B).

This example clearly shows that the primitive state is key. Is ACCTRAN then better whenever the primitive state is absence? Again the answer is no. Figure 2 shows an example where the LSO is primitively absent; however, ambiguity occurs within the "LSO clade", where the LSO has either been lost in parallel (DELTRAN) or been lost once and regained (ACCTRAN). Here again DELTRAN preserves homology better.

This example shows that we must examine which states are primitive or derived both globally, i.e. at the root of the tree, and locally, i.e. at the node(s) where the character state optimization is ambiguous. This consideration leads us to our next point, when character history is complicated global character optimization under a single algorithm may give different results in different locations on the tree. In Fig. 3 the character LSO requires four steps. LSO is primitively absent, but basally ACCTRAN optimization preserves homology by favouring a single origin, with a secondary loss in G. Distally, however, ACCTRAN would favour a single loss and the second origin of LSO. Here a combination of ACCTRAN (basally) and DELTRAN (distally) best preserves the stronger conjecture of homology. In other words, instead of “blind” global application of one method it is necessary to examine and optimize each ambiguity in isolation.

Finally, as pointed out by Farris (1970), uncritical use of ACCTRAN may result in spurious resolution when there is missing data or inapplicable entries. In such
cases neither ACCTRAN nor DELTRAN may achieve the “best” optimization (Fig. 4).

It is not surprising considering the discussion above that real data sets contain a mosaic of losses, gains, and inapplicables, and that the simplistic application of a single method will fail. For example, Miller and Hormiga (2004) and Agnarsson (2004, 2006) found ACCTRAN and DELTRAN each did a better job of preserving homology of complex character states (or avoiding parallelism) in approximately 50% of the cases. Additionally, some characters lacked asymmetry in character state complexity, and were optimized based on other criteria or left ambiguous.

Kitching et al. (1998, p. 205) suggest that “Delayed transformation accounts for homoplasy in terms of independent gains.” As the above examples clarify, this definition is at best imprecise. More accurately, DELTRAN explains homoplasy in terms of parallel gains of the locally derived state, whether presence or absence, red or blue, etc. Similarly, ACCTRAN explains homoplasy in terms of a gain in the locally derived state and a reversal to the locally primitive state.

Beyond Fitch optimization

As cautioned by Swofford and Maddison (1992, p. 220): “character state reconstructions can provide a powerful mechanism for studying many facets of the evolutionary process. However, the zeal with which these techniques are sometimes advocated belies the complexity of the problem.” Hence, if we were to prefer parallel losses of complex characters when optimization is ambiguous, how should we interpret “unambiguous” optimizations (under parsimony) that imply parallel evolution of complex traits? Is there not more to homology than congruence (e.g. Kearney and Rieppel, 2006)? Typical practice in (Fitch) parsimony character reconstruction has symmetrical cost of change between character states (Omland, 1999). However, asymmetrical transformation costs could be used (Goloboff, 1997; Maddison, 1994; Sankoff and Rousseau, 1975), and asymmetric rates of change between character states is a major topic in the literature on likelihood and Bayesian optimization (e.g. Cunningham et al., 1998; Cunningham, 1999; Mooers and Schluter, 1999; Ree and Donoghue, 1999; Schultz and Churchill, 1999; Oakley and Cunningham, 2002). Of course, establishing appropriate parameters for asymmetric character state change is not a small problem. For example, Oakley and Cunningham (2002) presented a tree that required one of two “unlikely evolutionary histories” (p. 1426): either compound eyes similar in detail to those of other arthropods evolved independently in ostracods, or they have been lost “in a seemingly inordinate number of arthropod lineages” (p. 1426). In their exploration of asymmetric character state change parameters, they found that significant support for a single-origin/multiple-loss hypothesis required a skew > 30:1. But as the authors point out, it is difficult to know whether this is an unrealistic parameter: “perhaps eyes really are lost over 30 times as often as gained during evolution” (p. 1429). A recent phylogeny of stick insects implies a similar pair of unlikely alternative evolutionary histories: either wings have re-evolved from wingless ancestors several times or wings have been independently lost many times (Whiting et al., 2003; Trueman et al., 2004; Whiting and Whiting, 2004). One might reasonably argue that secondary loss of wings is more likely (or “simpler”) than their novel origin, but selecting appropriate values for asymmetric rates of character state change remains problematic.

We believe that asymmetry in character state complexity is important information for understanding character evolution. Character state complexity can be used to favour preserving the stronger statement of homology when Fitch optimization is ambiguous. More broadly, it can be used to explore less than Fitch-parsimonious scenarios of character evolution that preserve homology of complex character states.
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